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In LLMs we do not trust….



In LLMs we do not trust….



Example of black box in action

False!



But wait, what’s this!?



Correct answer! This is retrieval augmentation in action 



What is Retrieval Augmented Generation?
● Retrieve data relevant to query (Search for news on Taylor Swift)
● Inject into prompt (Who is Taylor Swift dating? *insert search results*)
● Response is more accurate, and can cite source (Travis Kelce, see this article)

Advantages
● Users can take a foundational model and augment it
● This means no fine-tuning required
● Cheaper (fine tuning is expensive!)
● Faster (fine tuning takes a long time!)
● Easier (fine tuning has a learning curve!)
● Scales well (continuously add new data)
● Biggest advantage: sources can be cited! 

No more black box problem



That’s cool! How do I build a RAG AI with my 
own data?

Enter the vector database!

Vector
(Despicable Me)



What is a vector database?
It stores embeddings (which are vectors)

Text input (or 
other mediums)

Pass to neural network 
embedding model (easiest 
way is hit the OpenAI api) Get back an 

embedding! 



These embeddings vectors ‘map’ the words. 
Similar words are close to each other

Seems simple when 
mapping individual words. 
But embeddings also 
scale…



We can embed 
entire books and 
see how ‘similar’ 

they are!

These embeddings have 
been mapped to two 

dimensions using TSNE



Now we can store and retrieve our data!
1. Store lots of chunks of text as embeddings
2. Take your query and search it’s embedded value in your 

database
3. Get back a list of the most comparable results for 

injecting into our prompt



What can I use for a vector database?
Are there many options available for me to build such a thing?



Yes!



Putting Together the Whole Picture



See RAG in action (courtesy of 
Pinecone)

https://colab.research.google.com/github/pinecone-io/examples/blob/
master/learn/generation/langchain/handbook/05-langchain-retrieval-a

ugmentation.ipynb#scrollTo=DiRWzKh0mMGv

Tips for setup
1. Add !pip install --upgrade datasets multiprocess  to end of 

first box before running anything
2. Have an OpenAI API key handy (will cost a couple 

cents to use) 
https://platform.openai.com/account/api-keys

3. Have a pinecone API key handy (free trial) pinecone.io
4. Indexing step takes about 5 minutes
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Thank you!

Any questions, 
comments, and/or 

concerns?


